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#### Abstract

The first objective of this paper is to provide a mathematical definition and implement efficient algebraic operations with square sparse matrices of size 256 . The operations needed the most in matrix algebra considered for implementation are: multiplication, transposing, summation and subtraction.

Another necessity has arisen while working with sparse matrices which have so little embedded information: mathematically defining and implementing an efficient representation and manipulation of data provided by sparse matrices. This new data format will be called Sparse Matrix Format (SMF) during this paper.

Taking notice of the sparsity attribute of the matrix will result in a more efficient approach which implies the development of specific applications that use a special data structure.

The necessity of more efficient operations has arisen while working with raw MRI Brain Scan images. Most of the times this data needs a lot of processing in order to make it easier to read and interpret by a medical doctor. One complete brain scan can contain up to 170 pictures, each one of them corresponding to a horizontal section of the human head. A doctor may recommend a MRI head scan if they suspect that a person has: blocked arteries, multiple sclerosis, eye or inner ear issues, epilepsy, a brain tumor or stroke.

The effectiveness of multiplication algorithm and storing format is analyzed on two working data sets: in the case of treatment imagines from Anonymous MRI Brain Scan Images Database (The University of Granada) and on data from The University of Florida Sparse Matrix Collection.
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## Chapter 1

## Introduction

When solving different problems from economy, technical fields, social environment, optimization, as well as in modeling or simulating industrial and technological processes it is necessary to determine the mathematical model that describes the problem itself. The description of such systems leads to some mathematical systems which usually involves solving linear algebraic equation systems in which the associated coefficient matrix is sparse (most of the coefficients are zero). From the practical point of view the analysis of such systems produces very large mathematical models that may involve linear algebraic equation systems that can include thousands of equations. From a computational perspective, such systems require a lot of memory to represent them, and a lot of time to provide a solution to the equation system.

Consequently, the mathematical models of many real processes imply a large number of variables and constraints which contributes to the sparsity phenomenon of a matrix: Most of the entries are zero and are not connected between each other.

Taking notice of the sparsity property of the matrix can result in a more efficient approach, implying the development of specific applications that use a special data representation/structure. This will save memory and reduce the run time.

The main purpose of this work is to give a mathematical definition and implementation of an efficient computer representation of square sparse matrices. This format will be referred to as Sparse Matrix Format (SMF) from now on. The second objective is to mathematically define and implement efficient algorithms for the associated operations to this particular matrix format: multiplication, transposing, summation and subtraction.

Moreover, the SMF proposal is compared, in terms of memory use and run time, to the classical matrix representation and associated operations to ensure its efficiency and its practical applicability.

To sum up the achievements to be presented in this work, a square sparse matrix of dimensions $n$-by- $n$, with $N Z$ non-zero elements, SMF data structure stores in memory $2 * N Z+n$ entries in comparison with the classical matrix format that stores $n * n$ numbers which is greater than or equal to $N Z$. Thus for matrices with $N Z$ smaller than or equal to $n^{*}(n+1) / 2$ the SMF uses less or equal memory compared to the classical matrix format. In practice the big sparse matrices have less than $3 \%$ (see [1]) of the entries non-zero, so there is an obvious improvement in memory use. In terms of run time, in image processing we have been able to achieve up to 75 times better timings.

The remaining of this chapter will detail what is a sparse matrix, where is it mostly used, disadvantages of the standard format and what other formats have been proposed to represent sparse matrices.

### 1.1 Sparse matrix: definition, properties and application

In computer science having a matrix with a wide range of null values is different than having a matrix with all elements non-zero. If the most elements of a matrix are zero, the matrix is called sparse matrix in comparison with a dense matrix which has the majority of the elements different than zero.

In order to determine if a matrix is sparse or not, it is required to introduce the notion of sparsity of a matrix. The division result between the number of null-valued elements and the total number of elements is defined as sparsity of the matrix (see [1]). On the other hand the density is defined as the division between non-zero and total number of elements. In other words sparsity is equal to 1 minus density of a matrix. Using this definitions, a matrix is sparse if its sparsity is greater than 0.5 .

In practical applications there are encountered large sparse matrices with non-zero entries between $0.15 \%$ and $3 \%$, the sparsity varies form 0.97 to 0.9985 .

$$
\begin{gather*}
A_{5 * 5}=\left[\begin{array}{ccccc}
0 & 0 & A_{13} & 0 & 0 \\
0 & 0 & A_{23} & A_{24} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & A_{42} & A_{43} & 0 & 0 \\
A_{51} & 0 & 0 & 0 & A_{55}
\end{array}\right]  \tag{1.1}\\
\operatorname{sparsity}(A)=\frac{\left(n^{2}\right)-N Z}{n^{2}}=\frac{\left(5^{2}\right)-7}{5^{2}}=\frac{18}{25}=0.72>0.5  \tag{1.2}\\
\operatorname{density}(A)=\frac{N Z}{n^{2}}=\frac{7}{25}=0.28 \tag{1.3}
\end{gather*}
$$

A square matrix example of dimensions 5 -by- 5 and 7 non-zero elements out of 25 is that of (1.1). The sparsity respectively density are calculated as shown in equations (1.2) and (1.3). Because its sparsity value is greater than 0.5 the matrix is sparse.

Sparse matrices are encountered in modeling or simulating processes from different fields like: industry, economics, technology, social, etc (see [1]). Sparse matrices are the core of solving systems of linear equations. Some fields that widely use linear algebra represented by sparse matrices are:

- modeling and simulation of large-scale systems: described by thousands of linear algebraic equations in form of large sparse matrices
- computer graphics: adding and multiplying matrices is the most common operation in image processing
- recommendation systems or search engines: for instance links on the web are described in a sparse matrix, element $(i, j)$ is non-zero if web page $i$ has a link to web page $j$. Examples of this such implementations: Google Ranking System or Facebook Friend Relations.
- machine learning: in applied machine learning large sparse matrices are often used, for instance the correlation matrix or stochastic matrix whose edges define a relation between data points.

The last two examples are in fact based on the incidence matrix of a given directed graph.

### 1.2 Inefficiency of standard representation and operations with sparse matrices

In computers, the classical representation of a matrix (a bidimensional array) has been proven to be inefficient for the case of large sparse matrices. The first disadvantage of such structure is the uneconomical use of memory, the biggest part is allocated for useless data which is not carrying any information from the mathematical perspective. Using the largest part of the allocated memory for zero entries is not justified because they do not contribute to the result of the matrix operations such as multiplication, summation, etc. At the same time this large number of zero-values increase the run time of operations because of the repetitive summation and multiplication between zero values. Therefore if a matrix is sparse, but classically represented, more processing time and memory is inefficiently used on the zero-elements of the matrix than on the useful information from the matrix. This inconvenient is better observed as the size of the matrix increases.

Therefore large-scale systems demand for some alternative ways to represent sparse matrices in a more compact manner. The main objective here is to not represent the null-values of the matrix. Therefore, the storage format needs to incorporate both some way to identify the position in the original matrix and the non-zero values. It is an advantage and often essential to use specific algorithms and data structures that benefit from the structure of the matrix. Sparse data is easy to compress and thus require significantly less memory. Some enormous sparse matrices are almost impossible to manipulate using regular dense matrix algorithms.

### 1.3 Storing a sparse matrix

A matrix is typically stored in a two-dimensional array. Each entry in the array represents an element $a_{i j}$ of the matrix. The element is accessed by the two indices $i$ and $j$. Formally, the row is represented by $i$ respectively the column by $j$. The numbering is done top to bottom for rows respectively left to right for columns. For an $n$-by- $n$ square matrix the required memory to store the matrix in the conventional format is proportional to $n$.

When dealing with a sparse matrix, the memory requirement can be substantially reduced by storing only the elements different than zero. Taking into consideration the number and the distribution of non-zero elements, specific data structures can be used to save considerable memory when compared to the traditional approach. The compromise is that accessing the individual elements becomes more difficult and helping structures are needed to be able to get back to the original matrix.

As in [2], considering the accessibility of the compressed form the formats can be divided into two groups:

- easier value modification, harder element access: Dictionary of Keys (DOK) [3], List of Lists (LIL) [4], Coordinate List (COO) [4]
- easier element access: Compressed Sparse Column[5], Compressed Sparse Row or Yale format [5]. This formats support implementation of matrix operation.


## Chapter 2

## Particular types of sparse matrices

There are types of sparse matrices that present some characteristics which are helpful in defining new ways of storing the non-zero values of a matrix. This chapter will define a few particular types of sparse matrices and suggestions on how to store them efficiently in the memory. Following sub-chapters refer to these particular matrices: band matrix, diagonal matrix and permutation matrix.

### 2.1 Band matrix

One particular type of sparse matrix is the band matrix. In the case of band sparse matrix the non-zero values are grouped around the main or second diagonal (see [6]). For instance the matrix $A$ of 5-by- 8 dimensions:

$$
A_{5 * 8}=\left[\begin{array}{cccccccc}
1 & 9 & 0 & 0 & 0 & 0 & 0 & 0  \tag{2.1}\\
0 & 2 & 8 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 4 & 5 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 6 & 7 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 3 & 2 & 1
\end{array}\right]
$$

is a sparse matrix in which the useful elements are grouped on or near the main diagonal.
A group ia a non-zero consecutive entries in a given row. The goups of this matrix are written in the following table:

Table 2.1: Groups

| 1 | 9 | 2 | 8 | 3 | 4 | 5 | 6 | 7 | 3 | 2 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1^{\text {st }}$ row | $2^{\text {nd }}$ row | $3^{\text {rd }}$ row | $4^{\text {th }}$ row | $5^{\text {th }}$ row |  |  |  |  |  |  |  |

Using the information that the non-zero entries are grouped on the rows in a small range, it is possible to define a new method to store a band matrix. For each row it is stored the column index of the first non-zero entry and the column index of the last non-zero entry from that row (see Table 2.2). In a separate one-dimensional array the non-zero values (see [1]). Both Table 2.2 and Table 2.1 describe this format.

Table 2.2: Begin-end indexes for each row

| group start index | 0 | 1 | 2 | 3 | 5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| group end index | 1 | 3 | 3 | 4 | 7 |

It is observed that for each group of non-zero entries on a row it is stored in two onedimensional array the column index of the first respectively the last non-zero value. Because of this
reason the values array stores the zero elements if there are in between non-zero entries. If on a row we have two groups separated by zero, then the matrix can be separated in two band matrix, therefore this method becomes.

For instance, for the band matrix $A$ of example (2.1) with $N Z=12$ (non-zero entries) this storing method is more efficient than the coordinate format. If the matrix entries are stored on 4 byte integers, then the coordinate format takes $D I M_{\text {coord }}=3 * N Z * 4$ bytes $=3 * 12 * 4$ bytes $=144$ bytes (see equation (3.7) below) while the total needed memory for this format is 88 bytes (see equation (2.2)). Here is the general formula:

$$
D I M_{\text {band }}=\left(D I M_{\text {start }}+D I M_{\text {end }}+D I M_{\text {val }}\right) * 4 \text { bytes }=(5+5+12) * 4 b y t e s=88 \quad \text { bytes, },(2.2)
$$

where:

- $\mathrm{DIM}_{\text {start }}=5=$ length of the group start index array,
- $\mathrm{DIM}_{\text {end }}=5=$ length of the group end index array,
- $\mathrm{DIM}_{\mathrm{val}}=12=$ length of the group array.


### 2.2 Diagonal matrix

Another particular sparse matrix is the diagonal one. It is only the case of square matrices that have non-zero entries on the main or second diagonal. For the following matrix $A$ :

$$
A_{6 * 6}=\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{2.3}\\
0 & 9 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 8 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 0 & 7
\end{array}\right]
$$

the representation method implies only storing the elements on the diagonal in an one-dimensional array $A_{\text {diag }}$ (see [1]):

$$
\begin{equation*}
A_{\text {diag }}=[1,9,2,8,3,7] \tag{2.4}
\end{equation*}
$$

Total number of used bytes to store data is 24 :

$$
\begin{equation*}
D I M_{A_{\text {diag }}}=\operatorname{len}\left(A_{\text {diag }}\right) * 4 b y t e s=6 * 4 b y t e s=24 \text { bytes } \tag{2.5}
\end{equation*}
$$

In the case of having non-zero entries on the second diagonal, all the above statements are still valid with one mention, the $A_{\text {diag }}$ array will store the entries from the second diagonal.

### 2.3 Permutation matrix

The permutation matrix has on each row or column only a value of one, all the rest being zeros. This matrix is utilized in algebraic operations to permute the coordinates according to a previously established model. For instance, considering following matrix $M$ :

$$
M_{5 * 5}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0  \tag{2.6}\\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

and the vector $X=[1,2,3,4,5]$, by multiplying the two, vector $X P=[3,4,2,1,5]$ is obtained. The elements of $X$ were rearranged according to the values of one from matrix $M$.

In order to store such a matrix it is only necessary to know the size of the matrix and the column index where the $l$ is on each row (see [7]):

$$
\begin{equation*}
M=[3,2,0,1,4] \tag{2.7}
\end{equation*}
$$

Considering the above examples of different types of sparse matrices it can be stated that a specific format for a specific type of matrix is far more efficient for storing it. In practice usually the working set of data is from the same class with the same particularities.

## Chapter 3

## Compact formats for sparse matrices

In order to reduce the storage space used for a sparse matrix, many data structures have been proposed. Specialized data structures reduce the required storage size by storing only the non-zero values of the matrix. Using specialized formats for sparse matrices can improve both the run time and storage space. This chapter describes different formats and the trade-off when choosing one over another.

### 3.1 Dictionary of keys

We start with Dictionary of Keys (DOK) format [3]. This is implemented using a dictionary that maps the (row, column) tuples to the value of the elements. The missing elements from the dictionary are considered to be zero. This format is mostly used to incrementally construct a sparse matrix in random order. It is not so efficient for iterating over non-zero elements in row/column order. Dictionary of keys format is typically used to construct the matrix and then, for processing, it is first converted to another more efficient format. For example, the matrix $A$ of equation (1.1), has the $D O K$ as follows:

$$
\begin{equation*}
\left\{(1,3): A_{13} ;(2,3): A_{23} ;(2,4): A_{24} ;(4,2): A_{42} ;(4,3): A_{43} ;(5,1): A_{51} ;(5,5): A_{55}\right\} \tag{3.1}
\end{equation*}
$$

This sequence is constructed assigning for each pair (row index, column index) the non-zero value of the matrix entry.

### 3.2 List of lists

The List of lists or LIL format (see [4]) consists of one list for each row of the matrix. Each element encapsulates the column index and the value. For easier iteration this lists are ordered by the column index. For example if $A$ is the matrix of (1.3), then LIL format has the following structure:

Table 3.1: List of lists

$$
\left.\begin{array}{lcc}
{[1] \rightarrow} & {\left[3, A_{13}\right] \rightarrow} & N U L L \\
{[2] \rightarrow} & {\left[3, A_{23}\right] \rightarrow} & {\left[3, A_{24}\right] \rightarrow}
\end{array}\right)
$$

Each row of the matrix is represented as a row in the above table. It contains multiple tuples, each consists of the column index and the non-zero value of the matrix entry.

### 3.3 Coordinate list

COO or Coordinate list (see [4]) is implemented using a list of (row, column, value) tuples. To improve access time the entries of the list can be kept sorted first by row, then by column. This format is also good for incremental construction of the matrix.

It is also called aleatory sore format. Because each non-zero entry of the matrix is individually identified it is also possible that the order could be aleatory. The advantage of an aleatory order is that the non-zero entries are added at the end without interfering with the rest or having to iterate over some elements.

If the matrix is symmetric this format is simplified by using two lists: one for the non-zero entries from the main diagonal and another for the ones above the diagonal (see [1]).

For example the matrix $A$ of (1.3) has the following form:
$\left\{\left(1,3, A_{13}\right) \rightarrow\left(2,3, A_{23}\right) \rightarrow\left(2,4, A_{24}\right) \rightarrow\left(4,2, A_{42}\right) \rightarrow\left(4,3, A_{43}\right) \rightarrow\left(5,1, A_{51}\right) \rightarrow\left(5,5, A_{55}\right)\right\}$
Therefore besides the (row, column, value) tuple each node of the list also encapsulates a pointer to the next node. Depending on the address length of the machine ( $32 / 64$ bits) the pointer uses $4 / 8$ bytes [1]. Considering 4-byte words on a 64-bit machine, the total number of words needed to store this format as in (3.3).

$$
\begin{equation*}
D I M_{C O O}=3 \times N Z+2 \times N Z \quad(\text { data and pointer }), \tag{3.3}
\end{equation*}
$$

where as before $N Z$ represents the non-zero entries of matrix $A$.
The division between this format's use of memory and the standard one as in (3.4). The upper limit of density so that this format is still more efficient than the classical one, as it is given in [1] is 0,2 .

$$
\begin{equation*}
r_{C O O}=5 \times \operatorname{density}(A), \tag{3.4}
\end{equation*}
$$

where $\operatorname{density}(A)$ is calculated using equation (1.3).

### 3.4 Coordinate format

The Coordinate format implies storing the sparse matrix entries as row index, column index and the non-zero value. Considering the following matrix $A$ :

$$
A_{5 * 5}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 9 & 0  \tag{3.5}\\
0 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
1 & 5 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 7
\end{array}\right]
$$

The density of this 5 -by- 5 dimensions matrix $A$ with $N Z=5$ non-zero entries is:

$$
\begin{equation*}
\operatorname{density}(A)=\frac{N Z}{n^{2}}=\frac{5}{5^{2}}=\frac{5}{25}=0.25 \tag{3.6}
\end{equation*}
$$

Following [1], in order to represent matrix $A$ in the coordinate format, three one-dimensional array are defined as follows:

- row [ ] - stores the row number of the non-zero entry,
- col [ ] - stores the column number,
- val [ ] - stores the actual value.

The coordinate format memory use is defined by equation (3.7). If values respectively indexes are represented on 4 bytes words, matrix $A$ takes 15 bytes.

$$
\begin{equation*}
D I M_{C O O}=3 \times N Z \quad \text { words } \tag{3.7}
\end{equation*}
$$

Table 3.2: Matrix A represented in Coordinate Format

| ROW | COL | VAL |
| :---: | :---: | :---: |
| 0 | 3 | 9 |
| 1 | 1 | 2 |
| 3 | 0 | 1 |
| 3 | 1 | 5 |
| 4 | 4 | 7 |

In order to perform operations with sparse matrices defined in this way, a very important role is played by row and col arrays. For the result matrix array the three vectors must allocate enough for the new entries that may appear.

In this way for summation of the sparse matrices defined in Table 3.3 and Table 3.4 below is represented in Table 3.5.

Table 3.3: Matrix A represented in Coordinate Format

| $R O W_{-} A$ | $C O L_{-} A$ | $V A L_{-} A$ |
| :---: | :---: | :---: |
| 0 | 0 | -4 |
| 1 | 1 | 7 |
| 3 | 3 | 8 |

Table 3.4: Matrix B represented in Coordinate Format

| $R O W_{-} B$ | $C O L_{-} B$ | $V A L_{-} B$ |
| :---: | :---: | :---: |
| 0 | 0 | 4 |
| 1 | 1 | -7 |
| 2 | 1 | 8 |
| 3 | 1 | 5 |
| 3 | 2 | 6 |

Table 3.5: Result matrix $\mathrm{C}=\mathrm{A}+\mathrm{B}$ represented in Coordinate Format

| $R O W \_C$ | $C O L_{-} C$ | $V A L_{-} C$ |
| :---: | :---: | :---: |
| 0 | 0 | 0 |
| 1 | 1 | 0 |
| 2 | 1 | 8 |
| 3 | 0 | 5 |
| 3 | 2 | 6 |
| 3 | 3 | 8 |
| $?$ | $?$ | $?$ |
| $?$ | $?$ | $?$ |

Because it is assumed that there is no match between indexes of the two matrices, the result vectors have a longer length than it is actually needed in this example. The unused cells are marked in the result with?.

Arrays $\boldsymbol{R O W} W_{-} \boldsymbol{C}, \boldsymbol{C O} L_{-} \boldsymbol{C}$ and $\boldsymbol{V A L} \boldsymbol{L}_{-} \boldsymbol{C}$ have the length equal to 8 that is calculated using equation (3.8).

$$
\begin{equation*}
\operatorname{len}\left(R O W \_C / C O L \_C / V A L \_C\right)=l e n\left(R O W_{-} A\right)+\operatorname{len}\left(R O W_{-} B\right) \tag{3.8}
\end{equation*}
$$

where len is the function that returns the length of a one-dimensional array. For an array defined as (3.9):

$$
\begin{equation*}
\text { int } \quad a[n] ; \tag{3.9}
\end{equation*}
$$

where $n$ is the vector dimension, Len function is given by (3.10):

$$
\begin{equation*}
\operatorname{len}(a)=n+1 \tag{3.10}
\end{equation*}
$$

Because this problem is addressed to sparse matrices only, naturally the zero-value entries are eliminated, the final result being expressed in Table 3.6.

Table 3.6: Final result of summing sparse matrices A and B

| $R O W \_C$ | $C O L \_C$ | $V A L \_C$ |
| :---: | :---: | :---: |
| 2 | 1 | 8 |
| 3 | 0 | 5 |
| 3 | 2 | 6 |
| 3 | 3 | 8 |
| $?$ | $?$ | $?$ |
| $?$ | $?$ | $?$ |
| $?$ | $?$ | $?$ |
| $?$ | $?$ | $?$ |

$$
\begin{equation*}
\operatorname{density}(C)=\frac{4 \times 3}{8 \times 3}=\frac{12}{24}=0.5 \tag{3.11}
\end{equation*}
$$

The same as Table 3.5 there are cells in Table 3.6 which are not used to store any information, marked here with?. According to equation (3.11), Table 3.5 describes a sparse matrix with a density of 0.5 . Obviously there is an inefficient use of memory. For instance if arrays $\boldsymbol{R} \boldsymbol{O} \boldsymbol{W}_{-} \boldsymbol{A}$ and $\boldsymbol{R} \boldsymbol{O} \boldsymbol{W}_{-} \boldsymbol{B}$ have 3 respectively 5 used entries but they are defined of length 10 , then the result array $\boldsymbol{R O} \boldsymbol{W}_{-} \boldsymbol{C}$ will be defined of length 20 .

According to the minimization criterion for used memory, this approach is not optimal because it requires more memory than used in the most of the cases. In order to achieve this goal, the implementation of a format for sparse matrices will use dynamically allocated arrays, the associated operation will generate arrays with a $100 \%$ use of memory.

In the case of multiplication or inverse it is possible that the result matrices will not respect the condition for a sparse matrix.

### 3.5 Compressed sparse row (or Yale format)

The CSR or Compressed sparse row format as described in [5], is implemented so that the matrix is represented by three one-dimensional arrays. This format has first been used in mid-1960s and has been fully described in 1977 (see [5]). Considering a matrix $M$ of size $n$-by- $n$, with $N Z$ nonzero elements, the three arrays $(A, I A, J A)$ describing the matrix have the following meaning:

- $A$ is of length $N Z$ (number of non-zero elements) and stores the non-zero elements in row-major order
- IA is of length $n+1$ and it is defined recursively:

IA $[0]=0$
$\mathrm{IA}[\mathrm{i}]=\mathrm{IA}[\mathrm{i}]+$ number of non-zero elements on the $i$-th row.

- $J A$ is of length $N Z$ and it contains the column index for all non-zero elements from the original matrix in a row-major order

For instance the non-zero elements form $i^{\text {th }}$ row in the original matrix are stored form $\boldsymbol{A} / \mathbf{I} \boldsymbol{A}[i]]$ to $\boldsymbol{A}[\mathbf{I} \boldsymbol{A}[\boldsymbol{i}+\mathbf{1}]-1]$, including both ends. The column corresponding to each value in $\boldsymbol{A}$ is at the same index in $\boldsymbol{J} \boldsymbol{A}$. This format uses less memory to store entries of a matrix only if condition (3.12) is respected (see [1]).

$$
\begin{equation*}
N Z<\frac{n \times(n-1)-1}{2} \tag{3.12}
\end{equation*}
$$

For example the square matrix $A$ displayed in (3.13) of dimensions 4-by-4 and 4 non-zero elements:

$$
A_{4 * 4}=\left[\begin{array}{cccc}
0 & 7 & 0 & 0  \tag{3.13}\\
0 & 5 & 2 & 0 \\
0 & 0 & 0 & 0 \\
8 & 0 & 0 & 0
\end{array}\right]
$$

it has the associated CSR format:

$$
\begin{align*}
& \mathrm{A}=[7,5,2,8] \\
& \mathrm{IA}=[0,1,3,3,4]  \tag{3.14}\\
& \mathrm{JA}=[1,1,2,0]
\end{align*}
$$

Knowing the three arrays $A, I A$ and $J A$ the exact position in the original matrix can be easily calculated for every entry. For row number $i=1$ (counting rows starts from 0 , not 1 ), the non-zero elements are from $A[I A[1]]$ to $A[I A[1+1]-1]=A[1]$ to $A[2]$, which corresponds to 5 and 2. For $A[1]$ $=5$, the column index is $J A[1]=1$ and for $A[2]=2$, the column in the original matrix is $J A[2]=2$.

Matrix $A$ is sparse as it fulfills the constraint, $\operatorname{sparsity}(A)=0.75$. This CSR example contains $N Z * 2+n+1=13$ entries in comparison to the classical matrix format, which in this case has 16 entries.

### 3.6 Binary identified format

This method is based on the binary logic of the computing system. The non-zero entries are saved in a primary memory zone $(P Z)$ in form of an one-dimensional array of length NZ. The structure of matrix is indicated using a binary sequence stored in a secondary memory zone (SZ), see [1] for more details. For example, if we take the matrix (3.13), then:

$$
\begin{gather*}
P Z=[7,5,2,8]  \tag{3.15}\\
S Z=\left[\begin{array}{l}
0100 \\
0110 \\
0000 \\
1000
\end{array}\right] \tag{3.16}
\end{gather*}
$$

Matrix A is stored in row-major order, another possibility would be column-major order. To reduce even more the memory needed to store the matrix, the secondary zone is bitwise.

If a matrix A with dimensions of $n-b y-n, N Z$ non-zero entries and the element data type of $b$ bytes length, then the primary memory zone needs $n * n^{*}$ density $(A)$ words of length $b$ bytes. The secondary memory zone needs $\left(n^{*} n\right) /\left(8^{*} b\right)$ words. The total number of words (of 4 bytes) needed to store matrix $A$ using the two memory zones is 5 . The formula is given as follows:

$$
\begin{equation*}
D I M_{\text {binary }}=n^{2} \times \operatorname{density}(A)+\frac{n^{2}}{8 \times b}(\text { in words of } \mathrm{b} \text { bytes }) \tag{3.17}
\end{equation*}
$$

Because the matrix classical format uses $D I M_{\text {standard }}=n * n$ words, the ratio between the binary identified format and the standard format is:

$$
\begin{equation*}
r=\frac{D I M_{\text {binary }}}{D I M_{\text {standard }}}=\operatorname{density}(A)+\frac{1}{8 \times b} \tag{3.18}
\end{equation*}
$$

Considering that entries in matrix $A$ are unsigned integers stored on 4 bytes each, then $r=0.28$ is calculated in (3.19), indicating that using this format the matrix uses approximately a quarter of the original use of memory.

$$
\begin{equation*}
r_{M}=\operatorname{density}(M)+\frac{1}{8 \times 4}=0.25+\frac{1}{32} \simeq 0.28 \tag{3.19}
\end{equation*}
$$

The upper limit of the density at which the binary format uses the same memory as the standard format is $96 \%$ as described in [1] and can be calculated if $r=1$ following the equation (3.20). For a matrix $A$ if 15 out of 16 entries are non-zero, the binary format still uses less memory.

$$
\begin{gather*}
\operatorname{density}(A)_{\max }=1-\frac{1}{8 \times b}  \tag{3.20}\\
\text { for } A: \operatorname{density}(A)_{\max }=1-\frac{1}{32} \simeq 0.96
\end{gather*}
$$

This memory format is different than other because in the secondary zone there is allocated memory for the zero-values also. The binary identification format is less efficient for very large matrices with the sparsity value very big. Also the biggest challenge using this format is the complexity of the matrix algorithms as summation or multiplying. For instance a $100-b y-100$ sparse matrix with $3 \%$ non-zero entries $(N Z=300)$ using words of 4 bytes the binary form uses 613 words, as explained in equation (3.21).

$$
\begin{equation*}
D I M_{\text {binary }}=100^{2} \times 0.03+\frac{100^{2}}{8 \times 4}=612.5 \tag{3.21}
\end{equation*}
$$

### 3.7 Binary identified format improved

In order to make the method more efficient in practice when density of large sparse matrix is less or equal to $3 \%$ another method to store using binary identification has been developed. The difference from the first binary method is how data is organized in the secondary memory zone. The SZ has a half-word structure, containing the column indexes of non-zero entries as well as some control information for a faster identification of non-zero element position in the matrix [1]. The word structure of SZ is shown in the following table.

Table 3.7: SZ for the improved binary format

| Word number | Left half | Right half |
| :---: | :---: | :---: |
| 1 | Row number | Row number |
| 2 | Number of non-zero element |  |
| 3 | Non-zero entries on row no 1 | Non-zero entries on row no 2 |
| 4 | Non-zero entries on row no 3 | Non-zero entries on row no 4 |
| $\ldots$ | $\ldots$ | $\ldots$ |
| k | Non-zero entries on row no n-1 | Non-zero entries on row no n |
| $\mathrm{k}+1$ | Column index of 1st non-zero | Column index of 2nd non-zero |
| $\mathrm{k}+2$ | Column index of 3rd non-zero | $\ldots$ |
| $\ldots$ | $\ldots$ | etc. |
| j | $\ldots$ | Column index of last non-zero |

Table 3.8: Improved binary format SZ for matrix A

| Word number | 1 | 2 | 3 |  | 4 |  |  | 5 |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Value | 4 | 4 | 1 | 2 | 0 | 1 | 1 | 1 | 2 | 1 |

In Table 3.8 it is considered that the non-zero entries are represented on 4 bytes, therefore a half-word in SZ it is represented on 2 bytes. Using the storing format presented above the maximum matrix size is 9999 rows or columns, with a maximum of $10^{8}-1$ non-zero entries. In case of a square matrix in the first word of SZ the matrix size will be stored.

The formula to calculate the number of words needed for the secondary memory zone is given in (3.22). The value is rounded up to the next integer value.

$$
\begin{equation*}
D I M_{S Z}=\frac{5+n+n^{2} \times \operatorname{density}(A)}{2} \tag{3.22}
\end{equation*}
$$

The total word count needed for both primary and secondary memory zone is given in (3.23).

$$
\begin{equation*}
D I M_{b i n a r y 2}=\frac{5+n+3 \times n^{2} \times \operatorname{density}(A)}{2} \tag{3.23}
\end{equation*}
$$

For a 100-by-100 sparse matrix with $3 \%$ non-zero entries ( $N Z=300$ ) using words of 4 bytes the binary form uses 503 words (3.24), less memory than the first binary identified format which uses 613 words. It can be noticed a decrease of $18 \%$ in terms of used memory.

$$
\begin{equation*}
D I M_{b i n a r y 2}=\frac{5+100+3 \times 100^{2} \times 0.03}{2}=503 \tag{3.24}
\end{equation*}
$$

The division between the updated binary identified format and the standard square matrix format is given by:

$$
\begin{equation*}
r_{\text {binary } 2}=\frac{3 \times \operatorname{density}(A)}{2}+\frac{5+n}{2 \times n^{2}} \tag{3.25}
\end{equation*}
$$

For a $n$-by- $n$ square sparse matrix, if $r_{\text {binary } 2}=1$ and $n \rightarrow \infty$, then the maximum value of density $(A)$ for the binary identified format is 0.66 :

$$
\begin{equation*}
\operatorname{density}(A)_{\lim n \rightarrow \infty}=\frac{2}{3}\left(1-\frac{5+n}{2 \times n^{2}}\right)=0.666=66.6 \tag{3.26}
\end{equation*}
$$

For a sparse square matrix of 100 -by-100 dimensions with an average of 66 non-zero entries on each row, the above structure needs a total of $6600+(5+100+6600) / 2=9952 \mathrm{words}$, with $0,6 \%$ less than the 10.000 words needed in the standard format. Because the density of a large sparse matrix varies between $1 \%$ and $3 \%$ this format is proven to be very efficient regarding the used memory.

### 3.8 Compact systematic format

This format assumes that the non-zero entries of a sparse matrix are stored in a certain rowmajor order (see [1]). In this case it is not necessary to store both indexes row and column. For a row-major order it is only needed the column indexes but also the beginning of each row needs to be signaled.

In this case more storing formats can be used, the one presented is characterized by only storing the column index of the needed element and a row separator, chosen arbitrarily to be -1 as there cannot be such a column. The corresponded value for this inexistent column index represents the row number of the following values. The final value-index is $(0,-1)$.

For a matrix A as in (3.13), this format is described as follows:
Table 3.9: Compact systematic format for matrix A

| Value | 0 | 7 | 1 | 5 | 2 | 3 | 8 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Column index | -1 | 1 | -1 | 1 | 2 | -1 | 0 | -1 |

For this memory format the maximum words to store a sparse matrix of $n$-by-n dimensions is calculated with the formula below (3.27). This format is more efficient when compared to the classical format if the density is less than 0.5 .

$$
\begin{equation*}
D I M_{\text {compact }}=2 \times\left(n^{2} \times \operatorname{density}(A)+n+1\right) \tag{3.27}
\end{equation*}
$$

## Chapter 4

## Sparse Matrix Format

Considering all the attempts and approaches to find an efficient memory format for large sparse matrices this note proposes a different representation format, that combines more of the above formats. Next it is detailed a mathematical definition and then implementation of Sparse Matrix Format, regarding only square matrices, this will be explained in first part. In the second part we also treat the operations with this new format, also including the mathematics behind it and the implementation. Addressed operations are: multiplication, transposing, summation and difference.

### 4.1 Mathematical fundamentals

There are two approaches for to represent sparse matrices:

- static approach, in which the memory allocation is done in the compilation phase. This approach assumes that the programmer knows with a good precision the maximum number of non-zero entries
- dynamic approach, in which the memory allocation is done during the execution phase of program. In this case it is not necessary to know the number of non-zero elements. This approach is, consequently, the one that we have implemented.

Usually for identifying the non-zero entries two indices are used, for row and for column. Firstly, we propose a way to use only one index which contains information for both row and column number (we "linearize" the matrix, converting it to a one dimensional array). For each non-zero entry it is attached an integer number, an aggregated index, from which both the row and the column can be determined. For a square matrix $A$ of $n$-by- $n$ dimensions, if entry $A_{i j} \neq 0, i$ counting rows and $j$ columns both starting from 0 and ending at $n-1$, then the corresponding aggregated index is calculated using the following formula:

$$
\begin{equation*}
i n d e x_{A i j}=i \times n+j \tag{4.1}
\end{equation*}
$$

For example The Sparse Matrix Format for matrix $A$ as in (4.2) of size 4 is described in Table 4.1. This format stores only the non-zero entries from the vector-index-form of the matrix (see Table 4.2).

$$
A_{4 * 4}=\left[\begin{array}{llll}
0 & 0 & 5 & 0  \tag{4.2}\\
0 & 4 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 9
\end{array}\right] \text { indexes }(A)=\left[\begin{array}{cccc}
0 & 1 & 2 & 3 \\
4 & 5 & 6 & 7 \\
8 & 9 & 10 & 11 \\
12 & 12 & 14 & 15
\end{array}\right]
$$

Table 4.1: Sparse Matrix Format

| Value | 5 | 4 | 1 | 9 |
| :---: | :---: | :---: | :---: | :---: |
| Cumulative index | 2 | 5 | 8 | 15 |

Table 4.2: Vector form of Matrix A

| Value | 0 | 7 | 0 | 0 | 0 | 5 | 2 | 0 | 0 | 0 | 0 | 0 | 8 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |

The row index for any element of location $k$ is calculated as the integer part (floor function) of the ratio between the index $x_{A j}$ and $n$, size of the matrix, as showed below:

$$
\begin{equation*}
\operatorname{row}_{A i j}=\left\lfloor\frac{\text { index }_{A i j}}{n}\right\rfloor=\text { floor }\left(\frac{\text { index }_{A i j}}{n}\right) . \tag{4.3}
\end{equation*}
$$

Where the floor function takes as an input a real number $x$ and gives as output the greatest integer less than or equal to $x$. For example floor $(3,4)=3$.

The column index for any element of location $k$ is calculated as the remainder of the division ${\text { between the } \text { index }_{A i j}}$ and $n$, also known as the modulo function as showed in (4.4).

$$
\begin{equation*}
\operatorname{col}_{A i j}=\operatorname{index}_{A i j}-\left\lfloor\frac{i n d e x_{A i j}}{n}\right\rfloor=\operatorname{index}_{A i j} \text { modulo } n \tag{4.4}
\end{equation*}
$$

The advantage of this structure is that it uses only one index for each non-zero entry. On the other hand there are two operations executed in order to find the row and column indexes.

The total number of words needed for this format to be stored in the memory can be calculated using the formula (4.5), while the total number of words to store SMF on the disk is a little bit different and it is calculated using (4.6).

$$
\begin{align*}
D I M_{\text {SMFmem }} & =2 \times n^{2} \times \operatorname{density}(A)+n  \tag{4.5}\\
D I M_{\text {SMFdisk }} & =2 \times n^{2} \times \operatorname{density}(A)+1 \tag{4.6}
\end{align*}
$$

The division between the memory requirements of SMF and the classical format is:

$$
\begin{equation*}
r_{S M F}=2 \times \operatorname{density}(A)+\frac{1}{n^{2}} \tag{4.7}
\end{equation*}
$$

The upper limit for the density of a matrix for which this format is still memory efficient is $\operatorname{density}(A)=0.5$.

### 4.2 Implementation of Sparse Matrix Format

Considering a matrix M as in (4.8), the SMF implementation looks like (4.9). Therein, the notation $[p]$ is for pointer to another memory zone. Each row is a dynamically adjustable array of tuples.

$$
M_{4 * 4}=\left[\begin{array}{llll}
1 & 0 & 5 & 0  \tag{4.8}\\
0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 \\
8 & 0 & 0 & 4
\end{array}\right]
$$

$$
\begin{align*}
(2,[p]) & \rightarrow[(1,0),(5,2)] \\
(0,[p]) & \rightarrow \text { NULL } \\
(1,[p]) & \rightarrow[(2,2)]  \tag{4.9}\\
(2,[p]) & \rightarrow[(8,0),(4,3)]
\end{align*}
$$

For a more modular implementation there were defined classes used for storing data and operations on data:

- entry class
- value: non-zero entry
- column index
- SMF class
- array of pointers to entry vectors
- array of lengths of entry vectors

```
class entry {
    public:
        value_type value;
        size_type column;
}
class SMF {
    public:
        index_type matrix_size;
        entry** rows;
        size_type* row_len;
        index_type nnz = 0;
}
```


### 4.3 From Standard to Sparse Matrix Format

The function StandardtoSMF is used to transform the Standard format to SMF. It is a member function of the SMF class and it takes as an argument a matrix as a pointer to pointer to value_type. In order to find the non-zero entries of the standard matrix it is necessary to iterate through all the elements. Once a non-zero entry is found it is inserted in the SMF format along with the aggregated index. Here is the implementation of such function:

```
// creating a SMF from standard
void StandardtoSMF(value_type** Standard){
    //iterate through rows
    for (value_type i = 0; i < matrix_size; ++i)
        //iterate through columns
        for (value_type j = 0; j < matrix_size; ++j)
            //if entry is non-zero
            if (Standard[i][j] != 0)
                //insert to SMF value and aggregated index
                this->insert(Standard[i][j], i*matrix_size + j);
5}
```


### 4.4 From Sparse Matrix Format to Standard

The function SMFtoStandard is used to make the translation between the two formats. As SMF is implemented to only store each non-zero entry of the matrix and the composed index, for each SMF entry the column and row have to be determined. Once this operations are done the element is ready to take its position in the standard matrix. The implementation looks like:

```
// creating a square matrix_size matrix from SMF
value_type** SMFtoStandard(){
    value_type **Standard, val;
    index_type col;
    //allocating dynamic array (of size=matrix_size)
    //of pointers to element type (value_type)
    //initializing all to 0
    Standard = new value_type*[matrix_size]();
    //allocate each row
    for(index_type i = 0; i < matrix_size; ++i)
        Standard[i] = new value_type[matrix_size];
        // each i-th pointer is now pointing to dynamic array
        // (size matrix_size) of actual value_type values
    //iterating through rows
    for(index_type i = 0; i < matrix_size; ++i)
        //iterating through elements
        for(index_type j = 0; j < row_len[i]; ++j){
            //get col index
            col = rows[i][j].getC();
            //get value of entry
            val = rows[i][j].getV();
            //store the value at the precise indexes
            Standard[i][col] = val;
        }
    return Standard;
2}
```


## Chapter 5

## Operations with Sparse Matrix Format

In order to make the SMF a viable replacement for the standard matrix format, operations with it have to be defined. As stated before, the second objective here is to mathematically define and implement a solution for the associated operations of SMF. Operations considered to be implemented: multiplication, transposing, summation and subtraction.

### 5.1 Summation of two SMF matrices

The summation algorithm described below is implemented as a member function in the SMF class. It uses two position pointers to iterate through A's row respectively B's row called apos and bpos:

1. For each row of both matrices (first while loop).
2. Reinitialize apos and bpos to 0 and get row length in len_rowA and len_rowB.
3. While the pointers did not reach the end of the row (second while loop).
4. Get the $2^{\text {nd }}$ element of tuple entry, the column index in $c o l \_A$ and col_B.
5. By comparing the column index it is decided if entries must be inserted individually in the result or added and then inserted in the result.
6. The remaining elements from A's or B's row are inserted ( $3^{\text {rd }}$ and $4^{\text {th }}$ while loops).
```
SMF add(SMF B){
    SMF rez(matrix_size);
    index_type apos, bpos;
    index_type i = 0;
    //same row for both matrices
    while(i < matrix_size){
        apos=0; bpos=0;
        //get row A & B len
        size_type len_rowA = row_len[i];
        size_type len_rowB = B.row_len[i];
        while (apos < len_rowA && bpos < len_rowB){
            //get A's col
            size_type A_col = rows[i][apos].getC();
            //get B's col
```

```
size_type B_col = B.rows[i][bpos].getC();
                //if B's col index is smaller than A's col index
                if(B_col < A_col){
                    //insert B's val & calc index
            rez.insert(B.rows[i][bpos].getV(), i*matrix_size +
                B_col);
            bpos++;
                //else if A's col is smaller than B's col
                } else if(B_col > A_col){
                    //insert A's val & calc index
            rez.insert(rows[i][apos].getV(),
            i*matrix_size + A_col);
            apos++;
                //else same col -> add them
                } else {
                    rez.insert(rows[i][apos].getV()+
            B.rows[i][bpos].getV(),
            i * matrix_size + A_col);
            apos++;
            bpos++;
                }
        }
        //insert ramaining el from A
        while(apos < len_rowA){
            rez.insert(rows[i][apos].getV(),
                i * matrix_size + rows[i][apos].getC());
                apos++;
            }
        //insert ramaining el from B
        while(bpos < len_rowB){
            rez.insert(B.rows[i][bpos].getV(),
            i * matrix_size + B.rows[i][bpos].getC());
            bpos++;
        }
        i++;
    }
    return rez;
}
```


### 5.2 Subtraction of two SMF matrices

The subtraction algorithm described below is implemented as a member function in the SMF class. It is very similar with the summation algorithm with the difference that if the column indexes are different insert the inverse number $(0-v a l)$ in the result and if there are equal subtraction of the two is done instead of summation.

1. For each row of both matrices.
2. Reinitialize apos and bpos to 0 and get row length in len_rowA and len_rowB.
3. While the pointers did not reach the end of the row.
4. Get the $2^{\text {nd }}$ element of tuple entry, the column index in $c o l_{-} A$ and $c_{l} l_{-} B$.
5. By comparing the column index it is decided if the inverse number ( $0-v a l$ ) must be inserted individually in the result or subtracted and then inserted in the result.
6. The remaining elements from A's or B's row are inverted and inserted.

### 5.3 Transposing the SMF

The transposing algorithm is simply iterating through all rows, then through entries and inserting to the result matrix the calculated aggregated index of the transpose:

1. For each row (the first for loop).
2. For each entry in the row (the $2^{\text {nd }}$ for loop).
3. Get the value and column index of the entry.
4. Insert to the result matrix the transposed aggregated index.
```
SMF transpose(){
    SMF rez(matrix_size);
    value_type val;
    index_type col;
    //iterating through rows
    for(index_type i = 0; i < matrix_size; ++i)
        //iterating through elements
        for(index_type j = 0; j < row_len[i]; ++j){
            //get col index
            col = rows[i][j].getC();
            //get value of entry
            val = rows[i][j].getV();
            //insert to rez the new index for this value
            rez.insert(val, col * matrix_size + i);
    }
    return rez;
4}
```


### 5.4 Multiplication of two SMF matrices

The multiplication algorithm is one key operation when dealing with matrices. Considering two matrices $A$ and $B$ that can be multiplied, a short description of the algorithm is below:

1. First transpose $B$ for an easier iteration through columns, as SMF is row-major order, we need $B$ in column-major order.
2. Iterate through rows of $A$ (first for loop).
3. For each row in $A$, iterate through columns of $B$, actually rows of B transpose (second for loop).
4. Reinitialize the local pointer of A's row and B's column and the sum to 0 .
5. While these pointers are within the range of A's row length respectively B's column length.
6. Compare A's column with B's row and skip elements in A's row respectively B's column until they are equal.
7. If A's column is equal to B's row do the multiplication and add to sum.
8. If sum is different than 0 add it to result matrix with the aggregated index.
```
SMF multiply(SMF B){
    SMF rez(matrix_size);
    index_type col_A, col_B, apos, bpos;
    value_type sum;
    SMF Bt = B.transpose();
    //iterating through rows of A
    for(index_type i = 0; i < matrix_size; ++i){
        //iterating through cols of B
        //as B is transpose iterate through rows
        for(index_type j = 0; j < matrix_size; ++j){
            //local pointer within A's row
            apos = 0;
            //local pointer within B's col
            bpos = 0;
            //sum of multiplication
            sum = 0;
            //iterating through elements of A's row & B's col
            while(apos < row_len[i] && bpos < Bt.row_len[j]){
                //get col index of A's entry
                col_A = rows[i][apos].getC();
                //get col index of B's entry
                col_B = Bt.rows[j][bpos].getC();
                    //if A's col is smaller than B's row
                    //skip entry in A
                if(col_A < col_B){
                    apos ++;
                    //if B's row is smaller than A's col
                //skip entry in B
                } else if (col_A > col_B){
                    bpos++;
                //else both row and col are equal
                //multiply the entries and add to sum
                } else {
                    sum += rows[i][apos].getV() *
                        Bt.rows[j][bpos].getV();
                apos++;
                bpos++;
            }
                }
            //if the sum is non-zero add to rezult
            if (sum != 0)
            rez.insert(sum, i * matrix_size + j);
            }
    }
```
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```
57 return rez;
```

$58\}$

## Chapter 6

## Efficiency of Sparse Matrix Format

Validation of the Sparse Matrix Format is done by calculating the memory and computational efficiency with respect to the classical format and algorithms. Test data that will be analyzed has two collection sources: The University of Florida Sparse Matrix Set taken from [8] and Anonymous MRI Brain Scan Images Database (University of Granada) taken from public sources.

This chapter will discuss the memory efficiency in two cases: when storing the matrix on disk and when manipulating the data in algorithms, as they are slightly different. In the second case a few more information are needed in order to easily access and manipulate the data. Besides the use of memory point of view, we also analyzed the computational efficiency of the Sparse Matrix Format.

### 6.1 The working sets

## The University of Florida Sparse Matrix Collection

We will give a short description of this source. The SuitSparse Matrix Collection also known as The University of Florida Sparse Matrix Collection is a huge and continuously growing database of sparse matrices that are encountered in real applications. This collection is intensively used by the numerical linear algebra community for performance evaluation of sparse matrix algorithms. Following [8], the collection covers a large number of domains, divided in two classes, these are:

- matrices resulting from problems with a 2D or 3D geometrical representation:
- structural engineering
- computational fluid dynamics
- model reduction
- electromagnetics
- semiconductor devices
- thermodynamics
- computer graphics/vision
- robotics/kinematics
- matrices without geometrical source interpretation:
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- optimization
- circuit simulation
- economic and financial modeling
- theoretical and quantum chemistry
- chemical process simulation
- mathematics and statistics
- power networks

From the SuitSparse Matrix Collection (see [8]) were chosen in a random manner 97 matrices. Size of this working set varies between 5 to 5000 (see Figures 6.2 and 6.1). It is worth mentioning that in practice the size can reach even 200.000 in which case $S M F$ has even higher efficiency.


Figure 6.1: Intervals of sizes


Figure 6.2: Matrix size range

Graph (6.2) plots the matrix size against the sample number, an easy way to visualize the number of matrices in each interval of size ranges.

From practical experiments the matrix density decreases as the matrix size increases. Figure 6.3 represents the size-density distribution. It can be easily notice how the left half of the chart with sizes smaller than 500 have a higher density in comparison with the right half in which, with a few exceptions, the density values are between 0 and $3 \%$. Figure 6.3 also displays a trend line approximation of the data. It has been used a $5^{\text {th }}$ degree polynomial equation to approximate. For a graph with the matrices above the size of 500 with a linear trend see Figure 6.4.


Figure 6.3: Matrix size-density distribution


Figure 6.4: Zoomed matrix size-density distribution

## Anonymous MRI Brain Scan Images Database

A second working set is Anonymous MRI (Magnetic Resonance Imaging) Brain Scan Images Database. But first it is needed to ensure that the representation of these images is a sparse matrix. For instance the image in Figure 6.5 can be loaded as a pixel-value 2D array. A gray-scale image has the pixel value represented on 8 bits:

- for white the pixel has a value of 255 (all bits are 1 ),
- for shades of gray the pixel has a value within the interval $[254,1]$,
- for black the value is 0 .

As it can easily be noticed how the image below has most of the pixels black, so it can be considered a sparse matrix of pixels. The density of this image is among the higher that it can be in a MRI scan and it has a value of $25 \%$. Therefore the compressed SMF brings a memory improvement.


Figure 6.5: Brain MRI Example

Let us explain how a MRI brain scan is produced. A full MRI brain scan contains between 90 and 170 images. The scan is done as sections from one extremity of the head to the other, density of these images varies between $0 \%$ and $25 \%$ as it is illustrated in Figure 6.6. Below is showed every other $10^{\text {th }}$ image of a MRI scan containing 95 images.


Figure 6.6: Samples from a full MRI scan

## Ștefan-Daniel Achirei

The best approximation of such evolution is a $2^{\text {nd }}$ degree parabola as showed in Figure 6.7. The turning point of this equation is the image with the most information corresponding to the middle section of the head (Figure (6.6) between (e) and (f)). By plotting the sparsity - memory efficiency tuples it is observed in Figure 6.8 the linear growth of the memory efficiency proportional to the sparsity.


Figure 6.7: Sparsity of the MRI Brain Example


Figure 6.8: Memory efficiency of the MRI Eexample

### 6.2 Storing sparse matrices on the file system

As the sparse matrices can sometimes reach enormous sizes a method to store these matrices on the file system is needed. As described before, the SMF will be used, meaning that only the matrix size and the value-index tuples will be stored.

Table 6.1: Matrix in the standard format (left) and the Sparse Matrix Format (right)

| 10 |  |  |  |  |  |  |  |  |  | 10 |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 3 | 1 | 6 | 1 | 9 |  |  |  |  |
|  | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 10 | 1 | 13 | 1 | 16 | 1 | 19 |  |  |  |  |
| 1 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 20 | 1 | 21 | 1 | 22 | 1 | 23 | 1 | 26 | 1 | 29 |
| 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 31 | 1 | 32 | 1 | 33 | 1 | 36 | 1 | 39 |  |  |
| 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 42 | 1 | 43 | 1 | 46 | 1 | 49 |  |  |  |  |
|  | 0 | 0 | 1 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 53 | 1 | 54 | 1 | 55 | 1 | 56 | 1 | 59 |  |  |
|  | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 64 | 1 | 65 | 1 | 66 | 1 | 69 |  |  |  |  |
|  | 0 | 0 | 0 | 0 | 1 | , | 1 | 1 | 1 | 1 | 75 | 1 | 76 | 1 | 77 | 1 | 78 | 1 | 79 |  |  |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  | 1 | 87 | 1 | 88 | 1 | 89 |  |  |  |  |  |  |
|  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 98 | 1 | 99 |  |  |  |  |  |  |  |  |

## Case study - large square matrix from the SuitSparse Matrix Collection

In order to study the efficiency of SMF when storing a big square sparse matrix on the disk, matrix A, with size of 20685 was chosen from the SuitSparse Matrix Collection. It describes a Structural Problem system and it was published by Christian Damhaug (Oslo, Norway) in 2004 [8]. The matrix contains only binary values and it has a perfect pattern and value symmetry (see Figure 6.9). It has 2.454 .957 non-zero values and a density of $0.5738 \%$ according to equation (6.1).

$$
\begin{equation*}
\operatorname{density}(M)=\frac{N Z}{n^{2}} \times 100=\frac{2.454 .957}{20.685^{2}} \times 100=0.573763 \% \tag{6.1}
\end{equation*}
$$



Figure 6.9: Pattern of the matrix A

The plain text file containing the above matrix on disk in the standard format (Table 6.1 left) takes 816MB while the plain text file with the SMF style (Table 6.1 - right) of the same matrix occupies only $\mathbf{2 7 , 4 M B}$. The second format represents an important improvement, taking $96.64 \%$ less space on the disk when compared to the standard storing format. The improvement has been determined according to equation (6.2).

$$
\begin{equation*}
i m p r o v e m e n t=100-\frac{27.4 \times 100}{816}=96.64 \% \tag{6.2}
\end{equation*}
$$

### 6.3 SMF data structure implementation memory efficiency

## Working set 1 - The University of Florida Collection

From the representation of the $S M F$ memory efficiency against density (Figure 6.10) can easily be noticed that the smaller density has the higher memory efficiency. For densities between $100 \%$ and $40 \%$, which belong to small size matrices, the memory efficiency figures are negative, meaning there is no improvement, on contrary the SMF representation for such matrices occupies more memory. However in practice the densities are well below the $40 \%$ turning point that we can notice in the graph, therefore the efficiency varies between $30 \%$ and $99.8 \%$.


Figure 6.10: Memory efficiency against density

The total required memory for the new SMF data structure is calculated in several steps:

1. For each row a pointer to an array of entries and the length of the row are stored.
2. For each non-zero value it is used an entry structure (value and index), add to the total bytes number sizeof(entry) ${ }^{*} N Z$.
```
index_type bytes_no(){
    index_type rez = 0;
    //for each row pointer to row and length = NZ for the row
    rez += (sizeof(entry*) + sizeof(size_type)) * matrix_size;
    //for each non-zero it is used an entry
    rez += sizeof(entry) * NZ;
    return rez;
}
```

For the SuitSparse working set the disk occupancy efficiency improvement in terms of percentages calculated using (6.2) plotted against the matrix size clearly shows, with a very few exceptions of small size matrices, that $S M F$ is very efficient compared to the standard format (Figure 6.11). Both Sparse Matrix Format and standard are storing data on the disk in plain text. Dividing the working set into three categories by size, a trend in improvement is also observed. All of the categories have some exceptions, the three cases are:

1. small size matrices: for $n$ between 0 and 100 the improvement varies in the interval of $40 \%$ $80 \%$.
2. medium size matrices: for $n$ between 100 and 1000 the improvement has higher percentages, it varies in the interval of $80 \%-95 \%$.
3. big size matrices: for $n$ between 1000 and 5000 the improvement has the highest percentages, it varies in the interval of $95 \%-99.5 \%$.


Figure 6.11: Memory improvement against matrix size

## Working set 2 - Anonymous MRI Brain Scan Images Database

In Figure (6.12) it is compared the disk space needed for the standard way of storing matrices in plain text with the new Sparse Matrix Format. It can be easily observed how for the beginning and end image sections of the human head MRI scan the SMF is more efficient when compared with the middle section images where the information represents up to $25 \%$ of the image so less sparse. For this full MRI scan example the total disk space taken by the 90 images in standard format is 8275 KB compared with the $S M F$ which takes $6596 K B$, representing $79 \%$ of the original space on disk, so an improvement of $21 \%(1679 \mathrm{~KB})$ for each scan. Scaling this percentage up to the whole database the disk savings are considerable.


Figure 6.12: Memory on disk SMF and standard
Figure (6.13) represents the difference between standard and SMF. For instance, considering one of the images at the beginning of the MRI, say the $5^{\text {th }}$ one, the difference is of 45.000 bytes. In contrast, considering one of the images closer to the middle, the $37^{\text {th }}$ one, the difference is of only 90 bytes, which is insignificant. The difference is negative for a few matrices with a higher density for which the standard matrix arrangement is memory efficient.


Figure 6.13: The difference between standard and SMF in Bytes

### 6.4 Computational efficiency

Computational efficiency is proven comparing the classical format multiplication algorithm with the SMF multiplication algorithm. For a better understanding of this operation let us consider two square matrices $A$ and $B$ of size 4 to be multiplied with the result matrix $C$, as in (6.3). These matrices are first written in the vector form (Table 6.2) and then put in a table in order to see the multiplications that have to be done between the matrices entries (Table (6.2)).

$$
A_{4 * 4}=\left[\begin{array}{llll}
2 & 0 & 0 & 3  \tag{6.3}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 7 & 5 & 0
\end{array}\right] B_{4 * 4}=\left[\begin{array}{llll}
0 & 0 & 0 & 4 \\
5 & 0 & 1 & 0 \\
0 & 2 & 0 & 0 \\
0 & 5 & 0 & 0
\end{array}\right] C_{4 * 4}=A * B=\left[\begin{array}{cccc}
0 & 15 & 0 & 8 \\
5 & 0 & 1 & 0 \\
0 & 2 & 0 & 0 \\
35 & 10 & 7 & 0
\end{array}\right]
$$

Table 6.2: Vector format of matrices A and B

| $\mathrm{A}_{4 \times 4}=$ | Value | 2 | 0 | 0 | 3 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 7 | 5 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| $\mathrm{B}_{4 \times 4}=$ | Value | 0 | 0 | 0 | 4 | 5 | 0 | 1 | 0 | 0 | 2 | 0 | 0 | 0 | 5 | 0 | 0 |
|  | Index | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |

Table 6.3: Matrices A and B in the Sparse Matrix Format

| A |  |  |  | B |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 |  |  | 4 |  |  |
| 2 | 0 | 3 | 3 | 4 | 3 |
| 1 | 5 |  |  | 5 | 4 |
| 7 |  |  |  | 2 | 9 |
| 7 | 13 | 5 | 14 | 5 | 13 |

Table 6.4: Matrix multiplication in vector format

| Index |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | block |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Value | 0 | 0 | 0 | 4 | 5 | 0 | 1 | 0 | 0 | 2 | 0 | 0 | 0 | 5 | 0 | 0 |  |
| 0 | 2 | 0 | 0 | 0 | 8 |  | 1 |  |  |  |  |  |  |  |  |  |  |  |
| 1 | 0 |  |  |  |  | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  | 0 |
| 2 | 0 |  |  |  |  |  |  |  | 0 | 0 | 0 | 0 |  |  |  |  |  |  |
| 3 | 3 |  |  |  |  |  |  |  |  |  |  |  | 0 | 15 | 0 | 0 |  |  |
| 4 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 1 |
| 5 | 1 |  |  |  |  | 5 | 0 | 1 | 0 |  |  |  |  |  |  |  |  |  |
| 6 | 0 |  |  |  |  |  |  |  |  | 0 | 0 | 0 | 0 |  |  |  |  |  |
| 7 | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 0 | 0 | 0 | 0 |  |
| 8 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 2 |
| 9 | 0 |  |  |  | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |
| 10 | 0 |  |  |  |  |  |  |  |  | 0 | 0 | 0 | 0 |  |  |  |  |  |
| 11 | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 0 | 0 | 0 | 0 |  |
| 12 | 0 | 0 | 0 | 0 | 0 |  |  |  |  |  |  |  |  |  |  |  |  | 3 |
| 13 | 7 |  |  |  | 35 | 0 | 7 | 0 | 0 | 10 | 0 | 0 |  |  |  |  |  |  |
| 14 | 5 |  |  |  |  |  |  |  | 0 | 10 |  |  | 0 | 0 | 0 | 0 |  |  |
| 15 | 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

As the extended algorithm is very large when put in the table form of (6.4), it can be reduced to Table (6.5) and the content being unchanged. Furthermore, it is possible to write only the lines that have either the entry of matrix $A$ or $B$ non-zero like in Table (6.6) and still organizing it in blocks.

Table 6.5: Matrix multiplication in vector format

| Index | $\mathbf{A}$ |  |  |  |  | $\mathbf{B}$ | block |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 0 | 0 | 0 | 8 | 0 |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 2 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 3 | 3 | 0 | 15 | 0 | 0 | 4 |  |
|  |  | $\mathbf{0}$ | $\mathbf{1 5}$ | $\mathbf{0}$ | $\mathbf{8}$ |  |  |
| 4 | 0 | 0 | 0 | 0 | 0 | 5 |  |
| 5 | 1 | 5 | 0 | 0 | 0 | 0 |  |
| 6 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 7 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  |  | $\mathbf{5}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ |  |  |
| 8 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 9 | 0 | 0 | 0 | 0 | 0 | 2 |  |
| 10 | 0 | 0 | 0 | 0 | 0 | 0 | 2 |
| 11 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  |  | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ | $\mathbf{0}$ |  |  |
| 12 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| 13 | 7 | 35 | 0 | 7 | 0 | 5 |  |
| 14 | 5 | 0 | 10 | 0 | 0 | 0 | 3 |
| 15 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  |  | $\mathbf{3 5}$ | $\mathbf{1 0}$ | $\mathbf{7}$ | $\mathbf{0}$ |  |  |

Table 6.6: Compact matrix multiplication in vector format

| Index | $\mathbf{A}$ |  |  |  |  | $\mathbf{B}$ | block |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 2 | 0 | 0 | 0 | 8 | 0 |  |
| 3 | 3 | 0 | 15 | 0 | 0 | 4 | 0 |
|  |  | ${ }^{\mathbf{0}} \mathbf{0}$ | ${ }^{1} \mathbf{1 5}$ | ${ }^{2} \mathbf{0}$ | ${ }^{3} \mathbf{8}$ |  |  |
| 4 | 0 | 0 | 0 | 0 | 0 | 5 |  |
| 5 | 1 | 5 | 0 | 0 | 0 | 0 | 1 |
| 6 | 0 | 0 | 0 | 0 | 0 | 1 |  |
|  |  | ${ }^{4} \mathbf{5}$ | ${ }^{5} \mathbf{0}$ | ${ }^{6} \mathbf{1}$ | ${ }^{7} \mathbf{3}$ |  |  |
| 9 | 0 | 0 | 0 | 0 | 0 | 2 | 2 |
|  |  | ${ }^{8} \mathbf{0}$ | ${ }^{9} \mathbf{0}$ | ${ }^{10} \mathbf{0}$ | ${ }^{11} \mathbf{0}$ |  |  |
| 13 | 7 | 35 | 0 | ${ }^{7}$ | 0 | 5 |  |
| 14 | 5 | 0 | 10 | 0 | 0 | 0 | 3 |
|  |  | ${ }^{12} \mathbf{3 5}$ | ${ }^{13} \mathbf{1 0}$ | ${ }^{14} \mathbf{7}$ | ${ }^{15} \mathbf{0}$ |  |  |

The result matrix is obtained by summing the blocks on columns, each row in bold is part of the result matrix $C$ :

$$
C_{4 * 4}=\left[\begin{array}{cccc}
\mathbf{0} & \mathbf{1 5} & \mathbf{0} & \mathbf{8}  \tag{6.4}\\
\mathbf{5} & \mathbf{0} & \mathbf{1} & \mathbf{0} \\
\mathbf{0} & \mathbf{2} & \mathbf{0} & \mathbf{0} \\
\mathbf{3 5} & \mathbf{1 0} & \mathbf{7} & \mathbf{0}
\end{array}\right],
$$
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with the Sparse Matrix Format:
Table 6.7: Result matrix C in the Sparse Matrix Format

| C |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 |  |  |  |  |  |
| 15 | 1 | 8 | 3 |  |  |
| 5 | 4 | 1 | 6 |  |  |
| 2 | 9 |  |  |  |  |
| 35 | 12 | 10 | 13 | 7 | 14 |

A script written in Python was used to generate this simplified multiplication algorithm and compared with the classical matrix multiplication algorithm.

Listing 6.1: Script generator

```
def new_mult_generator(n):
    program = 'C = [0] * (%d*%d)' % (n, n);
        for i in range(0, n*n):
        block = int(i / n)
        program += ''''
        for k in range(0, n):
        b_indx = int((i * n + k) % (n*n))
        program +=
    if B[%d] != 0: C[%d] += A[%d] * B[%d]''' % (b_indx, ((b_indx % n) +
        (block * (n))), i, b_indx)
        return program
```

In Figure (6.14) it is presented the time evolution of the classical multiplication algorithm versus the new scripting method. The matrices used to make this comparison have a $20 \%$ density and vary in size between 30 and 90 . For each matrix the operation was repeated 500 times in order to obtain a more precise average time. As it can be noticed, the standard multiplication algorithm has an exponential trend, while the new method can be better approximated with a linear growth. For Small size matrices the difference is insignificant while for bigger sizes the same multiplication repeated 500 times results in a huge difference. In practice this is the most encountered case, repeated operation with the same type of matrix and same particularities.


Figure 6.14: The time needed for 500 multiplications with the scripting vs classical method

The graph of Figure (6.15) represents the average time difference in seconds for the operation on matrices raging from 30 to 90 in size. Taking advantage of the particular type of matrix and of its sparsity, the new algorithm provides an improvement up to 0.45 seconds for the same operation on the same data.


Figure 6.15: The time difference between average classical and scripting algorithm
The best approximation for such a trend is a $2^{\text {nd }}$ degree equation. For this benchmark set of sparse matrices (sizes 30 to $90,20 \%$ density) the time difference of 500 multiplication of each matrix is 70 minutes. Therefore the script as it was generated in listing (6.1) is proven to be more efficient for matrices with the presented constraints.

## Chapter 7

## Conclusions and Future Work

The objective of this memoir was to find a more efficient way of representing, manipulating and process the data from a particular type of matrix: the sparse matrix.

On one hand such data structures are encountered as the analysis output of problems from economy, technical fields, optimization, process functionality, under the form of a mathematical system. Solving or modeling this set of equations often implies using sparse matrices.

On the other hand some types of images represented as a matrix turn out to be sparse because of the high number of a constant color and very little information embedded, such as the MRI grayscale head images where most of the pixels are black (have the value equal to 0 ) and the rest carry the information.

Taking into consideration the sparsity character of the matrix will result in a more efficient approach which implies the development of specific applications that use a special data structure. This will save memory and reduce the run time needed for the operations with it.

The domains that produce sparse matrices and use them to solve, model or simulate a system:

- computational fluid dynamics
- model reduction
- thermodynamics
- computer graphics
- optimization
- circuit simulation
- economic and financial modeling
- mathematics and statistics
- power networks
- quantum computing simulation

The input data used for this paper was divided in two working sets with two different sources: The University of Florida Sparse Matrix Collection and Anonymous MRI Brain Scan Images Database (The University of Granada).

The results of the work are: a definition and implementation of a new format for the square sparse matrices and the associated operations for it. The effectiveness of multiplication algorithm and storing format was analyzed on the two working sets and compared with the classical storing and operations of matrices. The new approach has been proven to bring a considerable improvement
when working with sparse matrices. Further research paths will consider the matrices in which the most encountered value is not zero.

As for future work, we plan to apply SMF matrices to simulate quantum computing algorithms in traditional computers, which is becoming an outstanding problem that requires optimal memory and run time huge-sized matrix representations of sparse matrices.

## Appendix A

## Sparse Matrix Format class

```
#include "pch.h"
#include <cmath>
#include <cstring>
#include <stdio.h>
#include <iostream>
#include <cstddef>
#include <fstream>
#include <chrono>
#include <string>
#include <windows.h>
#include <cstdlib>
#include <opencv2/core/core.hpp>
#include <opencv2/highgui/highgui.hpp>
#define PACK( class_to_pack ) __pragma( pack(push, 1) ) class_to_pack
    __pragma( pack(pop)-)
#define size_type unsigned
#define value_type double
#define index_type unsigned long
using namespace cv;
using namespace std;
using namespace std::chrono;
#pragma pack(push, 1)
class entry {
public:
    value_type value;
    size_type column;
    entry() : value(-1), column(-1) {};
    entry(value_type v, size_type c) : value(v), column(c) {};
    value_type getV() {
        return value;
    }
    size_type getC() {
        return column;
    }
    void setV(value_type v) {
        value = v;
    }
    void setC(size_type c) {
        column = c;
```


## SMF.CPP

```
    }
    void print() {
        cout << '(' << (int)this->getV() << ", " << (int)this->getC()
            << ')';
    }
};
#pragma pack(pop)
#pragma pack(push, 1)
class SMF {
public:
    index_type matrix_size;
    entry** rows;
    size_type* row_len;
    index_type nnz = 0;
    SMF(index_type s) {
        rows = new entry*[s] {nullptr};
        row_len = new size_type[s]{ 0 };
        matrix_size = s;
    }
    ~SMF () {
        for (index_type i = 0; i < matrix_size; i++)
                delete[] rows[i];
        delete [] row_len;
    }
    void insert(value_type val, index_type index) {
        //insert only if val is non-zero
        if (val != 0) {
            //calculate row
            size_type row_no = index / matrix_size;
            //calculate col
            size_type col_no = index % matrix_size;
            nnz++;
            //if it is the first elem in the row
            if (row_len[row_no] == 0) {
                row_len[row_no]++;
                //allocate for one entry and set values
                entry* entr_vec = new entry;
                entr_vec[0].setC(col_no);
                entr_vec[0].setV(val);
                rows[row_no] = entr_vec;
            }
                else {
                        //allocate +1 size and find position to insert the
                    entry
                        size_type i = 0; //to iterate over col in row
                                index_type aux_col = rows[row_no][i].column;
                                while (col_no > aux_col && i < row_len[row_no]) {
                i++;
                aux_col = rows[row_no][i].getC();
                }
                        //if same col do not allocate more, just replace value
                        if (rows[row_no][i - 1].getC() == col_no) {
                        rows[row_no][i - 1].setV(val);
                }
                        else {
```

```
                    //alocate +1 and increase row_size
```

                    //alocate +1 and increase row_size
                row_len[row_no]++;
                row_len[row_no]++;
                    entr\mp@code{y* new_\overline{r}}=\mp@code{new entry[row_len[row_no]];}
                    entr\mp@code{y* new_\overline{r}}=\mp@code{new entry[row_len[row_no]];}
                    //memcpy the values up to position i
                    //memcpy the values up to position i
                    memcpy(new_r, rows[row_no], i * sizeof(entry));
                    memcpy(new_r, rows[row_no], i * sizeof(entry));
                    //set values in of pos i, the new_el
                    //set values in of pos i, the new_el
                    new_r[i].setC(col_no);
                    new_r[i].setC(col_no);
            new_r[i].setV(val);
            new_r[i].setV(val);
            //copy the rest
            //copy the rest
            memcpy(new_r + i + 1, rows[row_no] + i, (row_len[
            memcpy(new_r + i + 1, rows[row_no] + i, (row_len[
                row_nol - i - 1) * sizeof(entry));
                row_nol - i - 1) * sizeof(entry));
            delete[] rows[row_no];
            delete[] rows[row_no];
            rows[row_no] = new_r;
            rows[row_no] = new_r;
                }
                }
        }
        }
        }
        }
    }
}
void print() {
void print() {
for (index_type i = 0; i < matrix_size; i++) {
for (index_type i = 0; i < matrix_size; i++) {
cout << "[" << (int)i << "]: ";
cout << "[" << (int)i << "]: ";
cout << "len=" << (int) row_len[i] << " ";
cout << "len=" << (int) row_len[i] << " ";
for (index_type j = 0; j < row_len[i]; j++) {
for (index_type j = 0; j < row_len[i]; j++) {
rows[i][j].print();
rows[i][j].print();
cout << ' ';
cout << ' ';
}
}
cout << endl;
cout << endl;
}
}
}
}
SMF add(SMF B) {
SMF add(SMF B) {
SMF rez(matrix_size);
SMF rez(matrix_size);
//for each row
//for each row
index_type apos, bpos;
index_type apos, bpos;
index_type i = 0;
index_type i = 0;
//same row for both matrices
//same row for both matrices
while (i < matrix_size) {
while (i < matrix_size) {
apos = 0; bpos = 0;
apos = 0; bpos = 0;
//get row A \& B len
//get row A \& B len
size_type len_rowA = row_len[i];
size_type len_rowA = row_len[i];
size_type len_rowB = B.row_len[i];
size_type len_rowB = B.row_len[i];
while (apos < len_rowA \&\& bpos < len_rowB) {
while (apos < len_rowA \&\& bpos < len_rowB) {
//get A's col
//get A's col
size_type A_col = rows[i][apos].getC();
size_type A_col = rows[i][apos].getC();
//get B's col
//get B's col
size_type B_col = B.rows[i][bpos].getC();
size_type B_col = B.rows[i][bpos].getC();
//if B's col index is smaller than A's col index
//if B's col index is smaller than A's col index
if (B_col < A_col) {
if (B_col < A_col) {
//insert B's val \& calc index
//insert B's val \& calc index
rez.insert(B.rows[i][bpos].getV(), i*matrix_size +
rez.insert(B.rows[i][bpos].getV(), i*matrix_size +
B_col);
B_col);
bpos++;
bpos++;
//else if A's col is smaller than B's col
//else if A's col is smaller than B's col
}
}
else if (B_col > A_col) {
else if (B_col > A_col) {
//inser}t A's vàl \& calc index

```
                    //inser}t A's vàl & calc index
```


## SMF.CPP

```
                        rez.insert(rows[i][apos].getV(), i*matrix_size +
```

                        rez.insert(rows[i][apos].getV(), i*matrix_size +
                        A_col);
                        A_col);
                apos++;
                apos++;
                //else same col -> add them
                //else same col -> add them
            }
            }
            else {
            else {
                rez.insert(rows[i][apos].getV() + B.rows[i][bpos].
                rez.insert(rows[i][apos].getV() + B.rows[i][bpos].
                    getV(), i * matrix_size + A_col);
                    getV(), i * matrix_size + A_col);
                    apos++;
                    apos++;
                bpos++;
                bpos++;
                }
                }
            }
            }
            //insert ramaining el from A
            //insert ramaining el from A
            while (apos < len_rowA) {
            while (apos < len_rowA) {
                rez.insert(rows[i][apos].getV(), i * matrix_size + rows
                rez.insert(rows[i][apos].getV(), i * matrix_size + rows
                    [i][apos].getC());
                    [i][apos].getC());
            apos++;
            apos++;
            }
            }
                //insert ramaining el from B
                //insert ramaining el from B
                while (bpos < len_rowB) {
                while (bpos < len_rowB) {
            rez.insert(B.rows[i][bpos].getV(), i * matrix_size + B.
            rez.insert(B.rows[i][bpos].getV(), i * matrix_size + B.
                rows[i][bpos].getC());
                rows[i][bpos].getC());
            bpos++;
            bpos++;
            }
            }
            i++;
            i++;
        }
        }
    return rez;
    return rez;
    }
}
SMF subtract(SMF B) {
SMF subtract(SMF B) {
SMF rez(matrix_size);
SMF rez(matrix_size);
//for each row
//for each row
index_type apos, bpos;
index_type apos, bpos;
index_type i = 0;
index_type i = 0;
//same row for both matrices
//same row for both matrices
while (i < matrix_size) {
while (i < matrix_size) {
apos = 0; bpos=0;
apos = 0; bpos=0;
//get row A \& B len
//get row A \& B len
size_type len_rowA = row_len[i];
size_type len_rowA = row_len[i];
size_type len_rowB = B.row_len[i];
size_type len_rowB = B.row_len[i];
while (apos < len_rowA \&\& bpos < len_rowB) {
while (apos < len_rowA \&\& bpos < len_rowB) {
//get A's col
//get A's col
size_type A_col = rows[i][apos].getC();
size_type A_col = rows[i][apos].getC();
//get B's cōl
//get B's cōl
size_type B_col = B.rows[i][bpos].getC();
size_type B_col = B.rows[i][bpos].getC();
//if B's col index is smaller than A's col index
//if B's col index is smaller than A's col index
if (B_col < A_col) {
if (B_col < A_col) {
//insert 0 - B's val \& calc index
//insert 0 - B's val \& calc index
rez.insert(0 - B.rows[i][bpos].getV(), i*
rez.insert(0 - B.rows[i][bpos].getV(), i*
matrix_size + B_col);
matrix_size + B_col);
bpos++;
bpos++;
//else if A's col is smaller than B's col
//else if A's col is smaller than B's col
}
}
else if (B_col > A_col) {
else if (B_col > A_col) {
//insert 0 - A's val \& calc index
//insert 0 - A's val \& calc index
rez.insert(0 - rows[i][apos].getV(), i*matrix_size
rez.insert(0 - rows[i][apos].getV(), i*matrix_size
+ A_col);
+ A_col);
apos++;

```
            apos++;
```

```
                //else same col -> subtract
            }
            else {
                rez.insert(rows[i][apos].getV() - B.rows[i][bpos].
                    getV(), i * matrix_size + A_col);
                    apos++;
                bpos++;
            }
            }
            //insert ramaining el from A
            while (apos < len_rowA) {
                rez.insert(0 - rows[i][apos].getV(), i * matrix_size +
                rows[i][apos].getC());
            apos++;
            }
            //insert ramaining el from B
            while (bpos < len_rowB) {
            rez.insert(0 - B.rows[i][bpos].getV(), i * matrix_size
                + B.rows[i][bpos].getC());
            bpos++;
            }
        i++;
    }
    return rez;
}
SMF transpose() {
    SMF rez(matrix_size);
    value_type val;
    index_type col;
    //iterating through rows
    for (index_type i = 0; i < matrix_size; ++i)
        //iterating through elements
        for (index_type j = 0; j < row_len[i]; ++j) {
            //get col index
            col = rows[i][j].column;
            //get value of entry
            val = rows[i][j].value;
            //insert to rez the new index for this value
            rez.insert(val, i * matrix_size + col);
            }
    return rez;
}
index_type bytes_no() {
    index_type rez = 0;
    //for each row pointer to entry and length=nnz for the row
    rez += (sizeof(entry*) + sizeof(size_type)) * matrix_size;
    //for each non-zero it is used an entry
    rez += sizeof(entry)*nnz;
    return rez;
}
// creating a square matrix_size matrix from SMF
```


## SMF.CPP

```
value_type** SMFtoStandard() {
    value_type **Standard, val;
    index_type col;
    //allocating dynamic array (of size=matrix_size)
    //of pointers to element type (value_type)
    //initializing all to O
    Standard = new value_type*[matrix_size]();
    //allocate each row
    for (index_type i = 0; i < matrix_size; ++i)
            Standard[i] = new value_type[matrix_size];
    // each i-th pointer is now pointing to dynamic array (size
        matrix_size) of actual value_type values
    //iterating through rows
    for (index_type i = 0; i < matrix_size; ++i)
            //iterating through elements
            for (index_type j = 0; j < row_len[i]; ++j) {
            //get col index
            col = rows[i][j].getC();
                //get value of entry
            val = rows[i][j].getV();
                //store the value at the precise indexes
                Standard[i][col] = val;
            }
    return Standard;
}
void StandardtoSMF(value_type** Standard) {
    //iterate through rows
    for (index_type i = 0; i < matrix_size; ++i)
        //iterate through columns
        for (index_type j = 0; j < matrix_size; ++j)
                //if entry is non-zero
            if (Standard[i][j] != 0)
                    //insert to SMF value and aggregated index
                    this->insert(Standard[i][j], i * matrix_size + j);
}
SMF multiply(SMF B) {
    SMF rez(matrix_size);
    index_type col_A, col_B, apos, bpos;
    value_type sum;
    SMF Bt = B.transpose();
    //iterating through rows of A
    for (index_type i = 0; i < matrix_size; ++i) {
        //iterating through cols of B
        //as B is transpose iterate rows
        for (index_type j = 0; j < matrix_size; ++j) {
            //local pointer within A's row
            apos = 0;
            //local pointer within B's col
            bpos = 0;
```

```
                    //sum of multiplication
                    sum = 0;
                    //iterating through elements of A's row & B's col
                while (apos < row_len[i] && bpos < Bt.row_len[j]) {
            //get col index of A's entry
            col_A = rows[i][apos].getC();
            //get col index of B's entry
            col_B = Bt.rows[j][bpos].getC();
            //if A's col is smaller than B's row
            //skip entry in A
            if (col_A < col_B) {
                                    apos++;
                                    //if B's row is smaller than A's col
                                    //skip entry in B
                }
                    else if (col_A > col_B) {
                            bpos++;
                            //else both row and col are equal
                            //multiply the entries and add to sum
            }
                else {
                            sum += rows[i][apos].getV() * Bt.rows[j][bpos].
                    getV();
                            apos++;
                    bpos++;
                    }
                    }
                    //if the sum is non-zero add to rezult
                    if (sum != 0)
                    rez.insert(sum, i * matrix_size + j);
                }
        }
        return rez;
    }
    double density() {
        double rez = 0;
        rez = ((double)((double)nnz / (double)(matrix_size*matrix_size)
            )) * 100;
        return rez;
    }
};
#pragma pack(pop)
void standardMultiply(value_type** mat1, value_type** mat2, value_type
    ** mat3, size_type m_siz\overline{e}) {
    for (index_type r = 0; r < m_size; r++) {
            for (index_type c = 0; c
                for (index_type in = 0; in < m_size; in++) {
                    mat3[r][c] += mat1[r][in] * mat2[in][c];
                }
            }
    }
};
int main() {
    Mat image;
    image = imread("brain1.jpg", CV_LOAD_IMAGE_COLOR); // Read the
        file
```

426
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```
if (!image.data) // Check for invalid
    input
{
        cout << "Could not open or find the image" << std::endl;
        return -1;
}
namedWindow("Display window", WINDOW_AUTOSIZE); // Create a window
    for display.
imshow("Display window", image); // Show our image
    inside it.
value_type **im_mat;
im_mat = new value_type*[image.cols];
for (int i = 0; i < image.cols; i++)
    im_mat[i] = new value_type[image.rows];
for (int i = 0; i < image.cols; i++) {
    for (int j = 0; j < image.rows; j++) {
        im_mat[i][j] = image.at<uchar>(i, j);
        }
}
SMF brain(image.rows);
brain.StandardtoSMF(im_mat);
cout << brain.density() << "%" << endl;
size_type size = 0;
index_type count = 0;
value_type nr;
high_resolution_clock::time_point t1;
high_resolution_clock::time_point t2;
    for (unsigned fil = 2; fil <= 111; fil++) {
        string name = "in", name1 = "out";
        name = name + to_string(fil) + string(".txt");
        name1 = name1 + to_string(fil) + string(".txt");
        cout << name << ' ' << name1 << endl;
        fstream myinput(name, ios_base::in);
        if (myinput) {
            fstream myoutput(name1, ios_base::out);
            while (myinput >> size) {
                myoutput << size << ' ' << '\n';
                nr_mat++;
                    count = 0;
                total = (size * size) - 1;
                //then read elements
                    while (myinput >> nr && count < total) {
                        //standard[count / size][count % size] = nr;
                if (nr != 0) {
                    //test.insert(nr, count);
                    myoutput << nr << ' ' << count << ' ';
                    }
                        count++;
                    }
                    myoutput << '\n';
            }
        } else {
            cout << "Problem opening file " << name << "\n";
        }
```

```
fstream myoutput("res.txt", ios_base::out);
```

fstream myoutput("res.txt", ios_base::out);
myoutput << "name | Size" << endl;
myoutput << "name | Size" << endl;
myoutput.flush();
myoutput.flush();
index_type index = 0;
index_type index = 0;
double time_imp = 0, mem_imp = 0;
double time_imp = 0, mem_imp = 0;
string name;
string name;
for (unsigned fil = 1; fil <= 112; fil++) {
for (unsigned fil = 1; fil <= 112; fil++) {
//name = "im_smf" + to_string(fil) + string(".txt");
//name = "im_smf" + to_string(fil) + string(".txt");
name = "in" + to_string(fil) + string(".txt");
name = "in" + to_string(fil) + string(".txt");
fstream myinput(name, ios_base::in);
fstream myinput(name, ios_base::in);
if (myinput.is_open()) {
if (myinput.is_open()) {
myinput >> size;
myinput >> size;
myinput.flush();
myinput.flush();
SMF test(size);
SMF test(size);
value_type** standard;
value_type** standard;
standard = new value_type*[size]();
standard = new value_type*[size]();
for (unsigned i = 0; i < size; i++)
for (unsigned i = 0; i < size; i++)
standard[i] = new value_type[size]();
standard[i] = new value_type[size]();
//then read elements
//then read elements
index = 0;
index = 0;
while (!myinput.eof()) {
while (!myinput.eof()) {
myinput >> nr >> index;
myinput >> nr >> index;
standard[index / size][index % size] = nr;
standard[index / size][index % size] = nr;
if (nr != 0)
if (nr != 0)
test.insert(nr, index);
test.insert(nr, index);
}
}
mem_imp = (double)(100 - (double)((double)test.bytes_no()
mem_imp = (double)(100 - (double)((double)test.bytes_no()
/ (double)(size * size * sizeof(value_type))) * 100);
/ (double)(size * size * sizeof(value_type))) * 100);
//test.print();
//test.print();
t1 = high_resolution_clock:: now();
t1 = high_resolution_clock:: now();
test.multiply(test);
test.multiply(test);
t2 = high_resolution_clock:: now();
t2 = high_resolution_clock:: now();
auto duration = duration_cast<microseconds>(t2 - t1).count
auto duration = duration_cast<microseconds>(t2 - t1).count
() ;
() ;
auto old = duration;
auto old = duration;
value_type** mat3 = new value_type*[size];
value_type** mat3 = new value_type*[size];
for (unsigned i = 0; i < size; i++)
for (unsigned i = 0; i < size; i++)
mat3[i] = new value_type[size];
mat3[i] = new value_type[size];
t1 = high_resolution_clock:: now();
t1 = high_resolution_clock:: now();
standardMultiply(standard, standard, mat3, size);
standardMultiply(standard, standard, mat3, size);
t2 = high_resolution_clock:: now();
t2 = high_resolution_clock:: now();
for (unsigned i = 0; i < size; i++)
for (unsigned i = 0; i < size; i++)
delete[] mat3[i];
delete[] mat3[i];
delete[] mat3;
delete[] mat3;
duration = duration_cast<microseconds>(t2 - t1).count();
duration = duration_cast<microseconds>(t2 - t1).count();
time_imp = (double)(100 - ((double)old / (double)duration)
time_imp = (double)(100 - ((double)old / (double)duration)
* 100);
* 100);
myoutput << size << ' ' << test.nnz << ' ' << test.density
myoutput << size << ' ' << test.nnz << ' ' << test.density
() << ' ' << mem_imp << ' ' << time_imp << endl;
() << ' ' << mem_imp << ' ' << time_imp << endl;
myoutput << name <<-' | << size << endl
myoutput << name <<-' | << size << endl
myoutput.flush();
myoutput.flush();
myinput.close();

```
        myinput.close();
```


## SMF.CPP



## Appendix A

## New multiplying algorithm

```
import sys
import time
from random import randint
import itertools
def new_mult_generator(n):
    program = 'C = [0] * (%d*%d)' % (n, n)
    for i in range(0, n*n):
        block = i / n
        program += '''
    A[%d] != 0:''' % i
        for k in range(0, n):
            b_indx = (i * n + k) % (n*n)
            program += '''
    if B[%d] != 0:
        C[%d] += A[%d] * B[%d]''' % (b_indx, k + (block * n), i, b_indx
    return program
def classical_mult(A, B, n):
    C = [0] * (n*n)
    for i in range(0, n):
        for j in range(0, n):
            for k in range(0, n):
                C[i*n + j] += A[i*n + k]*B[k*n + j]
if __name_- == ' _main max':
    print('n;new;classical')
    for n in range(10, 150):
        A = [0] * (n*n)
        B = [0] * ( n*n)
        for k in range(0, n):
        A[k] = randint(0, 255)
        B[k] = randint(0, 255)
        program = compile(new_mult_generator(n), 'mult', 'exec')
        start = time.time()
        for _ in itertools.repeat(None, max_iterations):
            exec(program)
        new_time = (time.time() - start) / max_iterations
```


## MULT.PY

```
start = time.time()
for _ in itertools.repeat(None, max_iterations):
    classical_mult(A, B, n)
classical_time = (time.time() - start) / max_iterations
print(str(n)+';'+str(new_time)+''''+str(classical_time))
```
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